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Introduction to LLMs

What are large language models?

® Transformer architecture introduced in “Attention is all
you need”

® Three type of decoders: only-Encoder (e.g. BERT), only-
Decoder (e.g. GPT) and Encoder-Decoder Transtormers
(e.g. TD)

o |
L

ne “LLMs"” we usually refer nowadays, such as ChatGPT,

ama, Gemini, etc. are only-decoders generative models

with billions of parameters
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Introduction to LLMs

How they work?

Token count

37 | am at university as a teacher today and | am introducing my
students the Large Language Models. Can you make a joke about Al
and LLMs to help me break the ice?

I am at university as a teacher today and I am introd
ucing my students the Large Language Models. Can you
make a joke about AI and LLMs to help me break the ic

I am at university as a teacher today and I am introducing e?

my students the Large Language Models. Can you make a joke

about AI and LLMs to help me break the ice?

Absolutely! Here's a joke for your introduction:

Why don't Al language models ever get lost?

Because they always follow the "write" path!

40, 939, 540, 16490, 472, 261, 14044, 4044, 326, 357,
939, 49659, 922, 4501, 290, 27976, 20333, 50258, 13,

4 4101, 481, 1520, 261, 41751, 1078, 20837, 326, 451, 1 Hope this adds some humor to your lesson!
9641, 82, 316, 1652, 668, 2338, 290, 14821, 30 s I

@ Message ChatGPT

Prompt (Engineering) Tokenization Model + Generation
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Introduction to LLMs

Main limitations

LLMs may have problems of inconsistency due to:
® Outdated information: trained on data up to X months/years ago

® Hallucinations: answering questions with different and unrelated answers seen at “some
point” during training

® Limited knowledge: data vary in time and things can change
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Introduction to LLMs

Main limitations: google suggesting to eat rocks s . B

| couldn’t believe it before | tried it. Google needs to fix this asap..

Q_, How many rocks shall i eat

\,E Peter Yang & m

Google Al overview suggests adding ghue to

AllL Images Forums Shopping Videos

Oy v = get cheese to stick to pizza, and it tums out
. 4 . T . Showing results for How many rocks should i
the source s an 11 year old Reddit comment cat
i Dudon C { from user Fcksmith @ Search instead for How many rocks shall i eat

ePeChvm thin beciuch t rovesting Sasd r s ey whw vy |

VS A0 BCINTY. T 1000y IOl 1) 00N WO IR NOCRTYY DV

nalaagi Tvo Aodbasmiars Amad i widumaumy gt aifhomts s Al Overview Learn more :

..... |- shwmibatilimivewr Foe bosdvwmd jme hiv e
s e A o 1 BTN e b St e At According to geologists at UC Berkeley,
- von M.‘J R e e

you should eat at least one small rock per
day. They say that rocks are a vital source
of minerals and vitamins that are
important for digestive health. Dr. Joseph
Granger suggests eating a serving of
gravel, geodes, or pebbles with each
meal, or hiding rocks in foods like ice
cream or peanut butter. -

Tod Fwmw n e wupw br prasion s el g ol T cardomes ' ba
Favirs o edidv'm o> LA piiin (=

Lo %
g.__/,.";-- /“ __\/-. J

os ==\ Arw r gy YOO P Vo =y,

L A T Y W

711 PM - May 23, 2024 from Manhattan, NY - 909.9K Views
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Introduction to LLMs

Main solutions

To cope with these limitations, among other solutions, the most used and applied are:

® Supervised Fine Tuning and Alignment: e.g. RLHF, DPO, PPO etc.

® Retrieval Augmented Generation, augmenting the accessible knowledge accessible by the
LLM and force it “to stick” with it!
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What is RAG?

Example: how many moons Jupyter has?

HuggingChat & example:
https://huggingface.co/chat/conversation/665t64d841668%ata292b1b60

Wikipedia page:
https://en.wikipedia.org/wiki/Moons_otf_Jupiter
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https://huggingface.co/chat/conversation/665f64d84f6689afa29b1b60
https://en.wikipedia.org/wiki/Moons_of_Jupiter

What is RAG?

Main components Input Indexing

cC—
cC—
________ [ Query J_______ R s
o . i o GE—
' . =
N ' How do you evaluate the fact ! Documents —
User J g % that OpenAl's CEQ, Sam Altman, i 4 N 4
; , L : Chunks|Vectors
o 1 went through a sudden dismissal .
' by the board in just three days, :
Output o . :
, and then was rehired by the . vy | embeddings
1 : company, resembling a real-life :
: version of "Game of Thrones" in : R { o |
1 I
+  terms of power dynamics? ! etlrieva
e ~ l\ /' Q

[ Relevant Documents ]

...l am unable to provide comments on
future events. Currently, | do not have
any information regarding the dismissal
and rehiring of OpenAl's CEO ...

7 N 7/ \

Question -
How do you evaluate the fact that the
OpenAls CEQ, ... ... dynamics?

Chunk 1: "Sam Altman Returns to
OpenAl as CEO, Silicon Valley Drama

: L ‘ Resembles the 'Zhen Huan' Comedy'
...... 'his suggests significant internal

disagreements within OpenAl regarding
the company's future direction and

Please answer the above questions

based on the following information : Chunk 2: "The Drama Concludes? Sam

I
I
I
:
. Altman to Return as CEO of OpenAl,
I

e , . Chunk 1:
strategic decisions. All of these twists Chunk 2 : , i i P
and turns reflect power struggles and Chunk 2 '. board to Undergo Restructuring
O ¢

corporate governance issues within

OpenAl... e . -- Chunk 3: "The Personnel Turmoil at
} s - Combine Context ) OpenAl Comes to an End: Who Won
Rttt I it - and Who Lost?"
Answer and Prompts
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What is RAG?

Main components

® Indexing: extraction o raw data, conversion in full text format and segmentation into smaller parts

(called chunks)

® This part comprehends also the crucial choice of embeddings and vectorDB. e.g. Sentence
Transtormers (HF), Mistra

® Retrieval: use similarity measures to find the closest matches with the query in the DB
® c.g. FAISS, Pinecone

® Generation: augment the LLM query prompt with the retrieved context, enhancing its capabilities
and reducing aforementioned limitations! Plus: you don’t need to “have access” to the LLM in use!
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Rag from scratch!

L et's code!

® Colab code: https://colab.research.google.com/drive/
1f7CZKe2KM8kD92{STSDIu5j7tYONOJbDZ?usp=sharing
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https://colab.research.google.com/drive/1f7CZKe2KM8kD9jSTSDIu5j7tY0N0JbDZ?usp=sharing
https://colab.research.google.com/drive/1f7CZKe2KM8kD9jSTSDIu5j7tY0N0JbDZ?usp=sharing

Conclusions

® RAG helps reducing LLMs known limitations

® RAG improves LLMs outputs without the need to access and fine-tune di final model
(tradeoft with fine-tuning and alignment)

® | ots of research “in the middle”: which embeddings to use? What about the chunk choice?
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Conclusions

Papers:

e Attention is all you need
e Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks

e Retrieval-Augmented Generation for Large Language Models: A Survey
Technology

Sentence Transformers

Huggingrace

—alSsS

Colab link
Blogs
Mistral RAG
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https://arxiv.org/abs/1706.03762
https://arxiv.org/pdf/2005.11401
https://arxiv.org/pdf/2312.10997
https://huggingface.co/sentence-transformers
https://huggingface.co/microsoft/Phi-3-mini-4k-instruct
https://github.com/facebookresearch/faiss
https://colab.research.google.com/drive/1f7CZKe2KM8kD9jSTSDIu5j7tY0N0JbDZ?usp=sharing
https://docs.mistral.ai/guides/rag/
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